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Abstract

Image caption is the primary instrument in assisting
blind and visually impaired people to understand images
and their surrounding environments. Image captioning in
computer vision generally depended on the captions anno-
tated by workers, which, however, could vary from each
other. This paper aims to address caption variances and
use crowdsourcing platforms to prioritize key elements in
these captions, in a bid to explore the information that needs
to be included for generating satisfying and precise image
captions. We screened out 100 images with differently anno-
tated captions and invited Amazon Mechanical Turk work-
ers to highlight and rank 5 elements they regarded impor-
tant after reviewing images. We analyzed the data collected
by their word classes and content denotation, with special
attention paid to whether subjective description was high-
lighted and whether there is any difference in the annota-
tions from workers who have been informed of the special
application and purpose of this study. This paper hopes to
provide a sample dataset of key elements in image captions,
shed light into what information needs to be paid attention
to in object recognition and detection, and share thoughts
on whether the usage of image captions will modify the con-
tents to be included in image captions.

1. Introduction
Motivation. Eyes not only enable us to recognize and de-
tect objects, but also allow us to read and understand scenes.
In a shared path, the development of computer vision en-
ables communication grounded on images between AI and
human beings, combining image understanding and natu-
ral language processing. In this process, image captioning,
or automatically using words to describe an image, remains
an important and heatedly discussed topic. By translating
images into words, it could assist people to capture the im-
age contents, speed up writing process or facilitate their
interaction with voice-controlled assistants. Beyond that,
considered as an attempt to answer the question of “What
is this picture about?”, image captioning can help blind

and visually impaired people (BVIP) to gain insights about
the surrounding situation and understand social media con-
tents. As studies showed that BVIP placed great trust in AI-
generated captions including those incorrect ones [11, 3],
improving the precision and accuracy of image caption-
ing could optimize BVIP’s experience in understanding the
world with automatically generated descriptions. VQA de-
velopment could also benefit from good descriptions of im-
ages as a number of questions could be answered by the
captions.

Previous work. Meanwhile, there are a myriad of chal-
lenges to improve the accuracy and precision of image cap-
tions automatically generated. Related previous work cov-
ered a wide scope spanning from forming image caption
datasets (MSCOCO, VizWiz etc.) with the help of crowd-
sourcing platforms [4, 3], and generating image captions
automatically by neural image caption, i.e. using RNN to
generate sentences based on the classification of objects de-
tected by computer vision [14]. Whilst the evaluation of
image caption quality strongly relies on the annotations by
crowdsourcing workers, not much work pays enough atten-
tion to the variance of captions annotated by human workers
in image datasets, which can be prominent in terms of gran-
ularity, objects included and subjective speculation, etc., in-
dicating variant verbal saliency (caption focus).

Reframing the variance issue. As image captioning is
an endeavor to grasp the gist of an image and translate
graphic information to verbal communication, a good cap-
tion should use verbal saliency to reflect visual saliency.
Current algorithms used to generate captions, however, paid
more attention to generate natural-toned captions in the ver-
bal sense than aligning them with the visual focus conveyed
by the images. In addition, object recognition or detec-
tion might not be sufficient for capturing the image saliency
since vibe, atmosphere, weather, and background knowl-
edge among other invisible components can hardly be rec-
ognized by computer vision. The variance in image cap-
tions and selecting out the most appropriate captions could
be reframed into how to create verbal saliency in line with
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visual saliency.

Addressing the variance issue. We propose to identify
the important elements in image captions by human anno-
tators in line with the visual saliency in images, based on
which we can realign image saliency and the verbal saliency
in captions and help to generate descriptions closest to ap-
propriateness and accuracy, which can be especially helpful
for BVIP who heavily depend on image descriptions for re-
ceiving information[11]. Here, by using the image captions
provided by VizWiz [3], a dataset of images shot by BVIP
with questions asked by them, we propose to 1) screen out
the images with various captions, 2) collect the visual ele-
ments deemed significant by people in the form of words,
through asking crowdsourcing workers to prioritize the el-
ements tokenized from the existing captions after looking
at given images and captions, and 3) analyze data collected
to provide a reference to the information needed for image
captioning, especially those needed in addition to detected
objects for understanding images. Specifically, we aim to
collect the data by using Amazon Mechanical Turk to in-
vite workers to highlight and prioritize the elements in these
captions they deemed important.

2. Related Work
The collection of image caption. Microsoft COCO
dataset [4] and Stair captions [15] collected image captions
by using crowdsourcing platforms. When setting up AMT
HIT tasks, the authors established a series of requirements
to describe the image. Automated evaluation methods were
used to assess the performance. In 2019, Shuster [13] added
the element of personality to make the caption more human-
like. Literature on caption collection provided the dataset of
image captions and laid a foundation for future work. Nev-
ertheless, while noticing there are variances in the captions
collected, these work failed to discuss the reasons for the
variance or set up criteria of what might be the most ap-
propriate caption. Our work extended the previous work
by exploring further reasons behind the variances and find-
ing out what elements in a caption are deemed important by
people.

Automatic caption generation and evaluation. Based
on the captions collected in image datasets, work has been
done to generate image captions automatically by using
CNN to recognize objects and identify their locations in
the picture, and then using RNN or LSTM to automatically
generate the sentence[14, 5]. Furthermore, work was car-
ried out in the fusion of all results to generate a high-quality
image caption. In terms of evaluating the captions gener-
ated, metrics such as BLEU and ROUGE as well as crowd-
sourcing platforms were adopted. Beyond the n-gram fea-

tured metrics mentioned above, Andersen et al. proposed
SPICE or semantic map in caption evaluation, which can
really help improve performance on complex queries and
image and video retrieval systems [1, 10, 12]. Neverthe-
less, in all these scenarios, the metrics strongly depended
on the human-annotated captions for verification. Besides,
these work focuses on extracting elements from the images
to generate sentences, while neglecting the importance of
producing captions that capture major components in the
images which could be a future study direction. Studying
on the caption variance and deciding on the verbal saliency
that matches the images in this sense will help to improve
the algorithm.

Image ambiguity. Previous work paid attention to the
caption variance generated by people, based on which im-
ages are categorized into specific and ambiguous ones [7].
Further, research studied over the consistency between the
way people view images and the way they describe them,
i.e. visual saliency and verbal saliency to help distinguish
specific and ambiguous images [8, 6]. Studies in this area
found out that relatively clean images with few objects and
usual activities are generally “specific” and usually had
unanimous captions. For images with multiple objects the
variances in describing the images grew. In cases where pic-
tures contain humans and animals, they are more verbally
salient, even though the inanimate objects might be the fo-
cus of pictures. In these cases, images engendered more
diversity in captions annotated by human beings. Most pic-
tures in VizWiz were taken by BVIP using their phones, in-
dicating that these pictures can be “ambiguous” in contain-
ing several objects with less prominent foreground objects.
In this context, the correlation between image saliency and
verbal saliency might be low and it is worthwhile to delve
into the captions generated and explore restructuring the
verbal saliency to better understand the images.

3. Methods

As a caption aims to equivalently describe the informa-
tion an image conveyed, a good caption should be con-
structed based on the image context. It requires an overall
understanding of the image, not only describing the existing
objects but also referring to those not in the image, such as
a train that has not arrived, or introducing background in-
formation. Moreover, in a cluttered scene, the image is im-
perative to capture the key elements instead of everything
[9, 2]. It should be comprehensive, concise and helpful in
understanding the image.

With that in mind, this study will use Amazon Mechan-
ical Turk to request help from crowdsourcing workers to
highlight and rank the components they deemed most im-
portant among the 5 captions given to an image. Specifi-
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cally, the crowdsourcing task is divided into the following
steps:

1) Pre-selection of the images with different caption an-
notations. To guarantee the collection of good quality
data and pay attention to the variance in image captions,
we will pre-screen out image captions with prominent dif-
ferences in human annotation. Image captions that met
such criteria would be the ambiguous images with subjec-
tive or speculative descriptions, distinctive object descrip-
tion or various granularity in Figure 1. In line with the
differences, the images are categorized into 5 classes, re-
spectively, ”subjective description”, ”status”, ”background
knowledge”, ”focus” and ”granularity”. The number of im-
ages in different categories is shown in Figure 2. Due to a
time limit, this study will select 100 images with captions
for performing this crowdsourcing task.

Figure 1. Examples of images with different (left 2) and similar
(right 1) captions

2) Crowdsourcing task. This study intends to use AMT
to collect elements that workers deemed most important af-
ter looking at the image. The basic procedure is to provide
instructions on operation and good caption standard, and
ask workers to highlight elements in the 5 captions provided
with substantial meanings which they think are the most im-
portant ones for describing the image, choose the one they
think most appropriately describe the image and provide a
reason for their previous actions in Figure 3. Given that
usually a complete sentence contains elements of subject,
predicate, object, adjectives and attributes, here we require
workers to highlight and rank 5 words or phrases based on

Figure 2. Categories of images with different captions

their perceived importance to the image provided. For each
set of captions or image we will have 3 different workers to
make annotations.

Figure 3. Flow chart of the research method and crowdsourcing
task

3) Improving efficiency and quality control measures.
Making sure we collected complete words and avoiding ar-
bitrary annotation are the two challenges we aim to address
when designing the crowdsourcing interface. For the pre-
vious one, we deploy a system that allows crowdsourcing
workers to highlight the words they deemed most impor-
tant, to avoid typos from typing in the words and improve
working efficiency. For the latter, workers need to pass a
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test before starting to work. The test presents the same test
structure with the official one, only with one word which
corresponds to the main object in the picture. If the answers
submitted by the workers include this key word, they could
start to work; otherwise, they will be asked to read the in-
structions and do the test again. In addition, based on our
previous experience as a worker on AMT, we presented ap-
preciation to all workers for their contribution to this work
at the beginning of instruction part.

4. Experimental Design
Dataset. We use VizWiz[3], the dataset specifically cre-
ated aiming to develop assistive technologies for BVIP to
address their daily challenges. The dataset is composed of
images and questions, respectively taken and verbally asked
by BVIP. In addition, the dataset includes captions collected
by UT Austin Image and Video Computing (IVC) Group, 5
captions on average for each image. This research mainly
uses 100 sets of captions of VizWiz for data collection and
analysis, with each image or set of captions annotated by 4
workers.

Experiment 1: Observe the difference of elements high-
lighted or ranked by workers who have (not) been in-
formed that the captions are used for helping BVIP in
understanding the image. The functionality of image
captions makes them elastic to the purposes of usage. The
purpose of this experiment is to explore whether there will
be any difference in the elements highlighted and ranked if
we specially inform workers the image was taken by and
aimed to help BVIP to understand images. For the same set
of captions, 2 workers (Group A) will be asked to perform
tasks with instructions on the dataset usage and background
while the rest 2 (Group B) will not. The work done by work-
ers who hadn’t been informed of the usage will serve as the
baseline. As there is little literature carrying out the same
experiment design before, this paper uses the quantitative
method and qualitative method as evaluation metrics, i.e.
measuring the number of words in the datasets of 2 groups,
and using recall to measure the overlapping collection and
differences annotated by Group A and B.

Experiment 2: Observe the value of subjective descrip-
tion in image captions. The purpose of this experiment
is to examine the subjective description in image captions
and whether information alike should be considered in im-
age caption generation. Workers will be asked to highlight
the elements deemed important from image captions with
a mixture of subjective and objective descriptions, and an-
alyze whether subjective descriptions are included in the
elements limited to be highlighted. The evaluation met-
rics is the ratio of data entries with subjective words high-

lighted to the overall data entries under the image category
of ”subjective description”. Image caption dataset collected
previously, such as MSCOCO [4], requires workers to not
include any speculative or subjective words when annotat-
ing the captions. Subjective descriptions are generally ne-
glected in image captions. In this scenario, the baseline
could be regarded as 0.

Figure 4. AMT task interface

5. Experimental Results
Main Finding. By tokenizing the words and phrases col-
lected according to their word or phrase classes (noun, ad-
jective, verb, adjective+noun, adverb and other) as well as
the contents they denote (object, color, number, status, lo-
cation, description and text information), we calculated the
overall ratio of different word classes and content classes
(see Figure 5 and Figure 6).

Based on the results shown in Figure 5, among the prior-
ity 5 elements in image captions, the majority is composed
by nouns, followed by adverbs and adjectives. In terms of
the contents, in a corresponding manner, objects accounted
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for the majority votes in the priority elements, followed
by words/phrases indicating the current status, colors and
text information. As the prevalent method of image caption
auto-generation depends on object recognition and detec-
tion, the statistical results could shed some light on the sig-
nificance of contents that object recognition paid inadequate
attention (such as the status of objects) or failed to capture
(like descriptive adjectives, or vibe) in image captions.

Figure 5. Word class analysis based on the data collected

Figure 6. Content class analysis based on the data collected

To further improve the experiment, work could be done
to compare the verbal saliency of annotated captions and
the image saliency generated from the highlight of elements
from crowdsourcing workers. It could serve as a future con-
sideration for the evaluation metrics of image captioning af-
ter more studies carried out on the combination of elements
highlighted by workers and adjusting the captions generated
by RNN.

Element 1 to 5 stand for the most important element to
the least important element highlighted by workers. Based
on the tokenization above, it can be observed that for the
most important element, nouns and objects are the primary
category. Since the 2nd element, the significance of ad-

jectives, verbs and adverbs increased. Correspondingly, in
terms of contents, objects decreased compared to Element
1, whilst words denoting color, location and status increased
from Element 2 to 5 (Figure 7 and Figure 8).

Figure 7. Ratio of word classes from Element 1 to 5

Figure 8. Content classes from Element 1 to 5

Experiment 1. We hypothesized that the data collected
from workers informed that the captions were used for as-
sisting BVIP to understand images would differ from those
not informed, in ways that the former put more value on the
text information, status of the objects (e.g. if it is a picture
about a bottle of water, the elements highlighted might in-
clude the brand of water and remaining water status) and
color among other information deemed specially important
in the context of assisting BVIP. As mentioned above, two
groups of workers separately added annotations on the same
image. Workers in Group A are well informed that the pic-
tures were taken by BVIP and this study would help them
to understand images. Workers in Group B were shown no
more information than operation instructions.

For quantitative analysis, to testify whether there is any
variance, this paper calculated the number of words (N) in
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the elements annotated by Group A and B. Although we get
NGroupA/NGroupB = 1.16, indicating that the annotations
by Group A workers contain more information than Group
B. Nonetheless, the t-test demonstrated no significant dif-
ference (p-value = 0.7376, >0.05).

For qualitative analysis, this paper used recall score, i.e.
calculating the number of words that are both highlighted
by Group A and B versus those annotated by any single
group. As shown in the following lines, the recall values
are 0.61 and 0.63 respectively for Group A and B, indicating
variances in the elements annotated by 2 groups.

NGroupA∩GroupB/NGroupA = 0.61 (1)

NGroupA∩GroupB/NGroupB = 0.63 (2)

To explore what are the different elements between Group
A and Group B, this paper carried out word class analy-
sis and content analysis of annotations by each group after
subtracting their overlapping group of words (Figure 9 and
Figure 10). The word class analysis result shows that there
are more nouns and adverbs in annotations from Group A.
In terms of content analysis, the annotations from Group A
had more information related to objects, numbers and loca-
tions.

Figure 9. Analysis of word classes in Group A B annotations

Figure 10. Analysis of content categories in Group A B annota-
tions

In other words, there are variances in the annotations
from workers who have been informed the task purpose and
those not, but the variances are not quite prominent. In the

case of captions for BVIP, generating image captions could
pay more attention to providing information on number of
objects and their locations. Though the findings failed to
vigorously support the previous hypothesis, this paper holds
that it is still important to inform workers about the study
purpose as it found that the rate of qualified data from Group
A was much higher than Group B during data collection.

To further improve the experiment, other variables could
be added such as informing the caption is used for people
with no visual impairments, or the caption is used for so-
cial media or news. The number of elements for highlight-
ing could also be adjusted, to testify whether there will be
more prominent differences if more elements were asked
to be highlighted. Highlights might vary across different
functions and provide further reference on the generation of
appropriate and humane captions by algorithms.

Experiment 2. The results showed that among all the an-
notated work on images featuring different captions in terms
of containing subjective or speculative description, about
38% highlighted elements containing subjective or specula-
tive description as shown in Figure 11. Even in cases where
people are required to only highlight limited elements, less
than half of workers chose those with subjective descrip-
tions. In terms of data collection in visual datasets, adding
and collecting subjective description in image captions are
also quite important and could help to generate more satis-
fying description of pictures. How to make sure subjective
description could be “recognized” through machine learn-
ing accounts for an important issue to be addressed.

Figure 11. The ratio of annotations which highlighted subjective
and speculative description as important elements

To further improve the experiment, there can be a re-
search into what kinds of images are more easily annotated
with subjective or speculative captions than others, and re-
searchers could make a comparison between the findings
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above and whether human evaluators agree that the subjec-
tive terms are important.

6. Conclusion
Through our work, we hope to contribute to image cap-

tion generation in the following ways: 1) providing a sam-
ple dataset of key elements in image captions, in a bid to
highlight visually salient elements in VizWiz pictures by
words, 2) categorizing the variances in image captions and
reframing it into the disconnection in visual saliency and
verbal saliency, 3) exploring a possible way to address this
issue, i.e. using crowdsourcing platforms to prioritize el-
ements in captions they considered to be important after
looking at images, 4) shedding light into what information
needs to be paid attention to in object recognition and de-
tection through analysis into the data collected, 5) reviewing
whether subjective and speculative descriptions are needed
in caption generation, and 6) sharing thoughts on factors
that influence caption generation, including usage, and tar-
geted audience.

By categorizing the elements highlighted by workers ac-
cording to their word classes and content denotation, this
paper finds that nouns and objects occupied the dominant
significance in image caption generation, but the impor-
tance of verbs, adjectives and adverbs, or information re-
lated to status, location and description increased gradually
from Element 2. While informing workers about the study
purpose might not indicate prominent difference in their an-
notation, this paper suggests to provide workers with ade-
quate information as deemed appropriate based on the an-
notation contents and data quality from 2 groups of workers.
Last but not the least, for the development of image caption
generation, attention should also be paid to include subjec-
tive description, which was either neglected in image cap-
tion collection for visual dataset, or could not be included
due to the limitations of object recognition and detection in
previous work.
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